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Abstract— Object recognition is one of the most important processes for robot soccer in the standard platform robot league. Main task 
of the vision system of robot soccer while playing is recognizing and tracking the objects like ball, goalposts, robots of the same team 
and rival robots in the game. The basic idea of several object recognition methods, especially in robot soccer and RoboCup 
environment, is to use the algorithms based on the color feature of pixels. One of the significant challenges in color feature-based 
algorithms is the illumination changes of an environment. Since colors are different in different illumination conditions and are 
influenced by environmental factors like noise, the vision system of a robot will be disturbed if the environment’s illumination changes. 
Therefore, in this paper a robust object recognition approach against illumination changes of an environment is proposed by using the 
matching algorithm based on SURF feature. Experimental results on 5 different datasets obtained from the top 5 teams of the world 
shows that the proposed approach has a good result which includes a recognition rate of more than 96% and an error rate of 4%. 

Index Terms— Humanoid Robot, Standard Platform League, NAO, Vision System, Neural Network 
.   
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1 INTRODUCTION                                                                     

oboCup, “Robot Soccer World Cup”, is an international 
project to promote artificial intelligence, robotics and oth-

er related areas. The RoboCup Standard Platform League 
(SPL) is one of several active soccer leagues in RoboCup com-
petitions in which the humanoid NAO is used. As the name 
indicates, in RoboCup Standard Platform League, all robots 
and rules are identical for all participating teams as a fixed 
and standard platform. In Standard Platform League [1], all 
participating teams are only allowed to compete using the 
humanoid NAO. In this RoboCup league, robots play soccer 
fully autonomously and without interference of human. In 
these competitions held annually by international committee 
of roboCup, rules, regulations and conditions of competition 
environment are identical for all participating teams [2]. Ac-
cording to these rules, pre-determined color and size of all 
objects on the field are described. For example, the ball is red, 
the goals are yellow, the teammate robot clothing is red and 
opponent robot clothing is blue, and these colors will be fixed 
throughout the whole match. While playing soccer, the main 
task of the robot vision system is identifying and tracking ob-
jects such as ball, goals, teammate robot and opponent robot. 
The basis of many object identification methods, particularly 
those in soccer robots and RoboCup environment, is using 
algorithms based on pixel color properties. According to the 
report of RoboCup competitions website, annually an average 
of 32 teams succeed to gain the permit for participating in 
these competitions and according to the technical reports 
submitted to the competitions committee, approximately all 
these 32 teams use pixel color-based algorithms to identify the 
objects.We researched a number of alternative methods for 
object detection in RoboCup when designing our approach. 

The BHuman team uses a sequential sanity checking method 
for ball detection[4].The Dutch Nao Team similarly uses blob 
detection as an underlying mechanism for object detection, 
and use width- and height-based sanity checking for distin-
guishing goals from non-goals [5]. rUNSWift’s approach dif-
fers from the blob detection methods in that they use feature 
descriptors and a modified ICP algorithm to map field objects 
to expectations [6]. The UT Austin Villa team uses a Gaussian 
fitness computations for simultaneous feature evaluations on 
detected object candidates[7].in The UPennalizers team , Dur-
ing calibration, a Gaussian mixture model is used to partition 
the YCbCr color cube into the Orange (Ball) ,Yellow (Goals) , 
Green (Field) ,White (Lines) colors. then,  Using a number of 
trained images, resulting in a color look-up table. While the 
robot is running, the main processing pipeline segments the 
highest-resolution color images from the camera by classifying 
individual pixels based upon their YCbCr values [8]. One of 
the main challenges of these teams in setting matches is color 
recognition and learning of the robot which is time consuming 
and faces some problems. All the mentioned approaches re-
quire a color table that must be created and loaded to the ro-
bot before the game starts so that it can recognize the colors 
based on the color table while playing. Since the creation of 
the color table is done based on the environment conditions 
before the game, the robot will not be capable of recognizing 
colors if the illumination conditions change during the game, 
because the color table loaded to the robot’s memory is created 
based on specific illumination conditions. Therefore in this 
paper a robust object recognition approach against illumina-
tion changes of an environment, noises, rotations and poses is 
proposed by using the matching algorithm based on SURF 
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feature [9] , which is independent of color feature and illumi-
nation condition, and utilizing a neural network. 

2   OBJECT RECOGNITION 
Nao robot has two high quality (HD) 1.2 pixels cameras that 
are both located in the frontal part of its head. These cameras 
are capable of capturing 30 frames per second (fps) videos 
with  resolution. These cameras are located with the 
distance of 4cm and degree of 40 from each other and each 
camera’s angle of view is 34.8. Also these cameras are not ste-
reo and cannot present simultaneous images. Task of the vi-
sion system in a robot is to recognize and track the objects like 
ball, goalposts, robots of the same team and rival robots in the 
game. Dataset images are categorized in four categories and 
for each object in each category, 100 training images of da-
tasets [1-2-3] are gathered. First, the feature vector of each im-
age is extracted by SURF algorithm. Then these feature vectors 
are used as training data in the neural network. For training, 
these vectors are considered as the input and the target vector 
is considered as output of the neural network. Target vector is 
a vector with the length 5 (the number of objects) that one of 
its elements, according to the category that the input vector 
belongs to, is one and the others are zero [10]. In this step, it is 
determined that what objects exist in the input image, and in 
the next step the exact location of the object is recognized by 
object location finding module. Block diagram of the vision 
system is shown in Fig. 1. Collecting enough suitable training 
data is necessary to implement the identification system and 
achieve an acceptable result. To this aim, a set of images were 
captured in different lightning condition, different intervals, 
different positions and angles (rotation) and in noise condi-
tions from 6 groups of objects by NAO robot’s camera. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2 shows an example of used dataset. Now we have sever-
al images for each object (image in different distances, differ-
ent poses, noisy image, image indifferent illumination condi-

tions) that we use them as training images. Neural networks 
used in this paper are Multi Layered Perceptron  (with a hid-
den layer) and the training is performed by back propagation 
method. Also the activation function of the neurons is Sigmoid 
[11]. After training, in order to recognize an object in the input 
image, its extracted feature vector (achieved by the steps ex-
plained in previous section) is passed to the neural network as 
its input and then the output is computed; the neuron whose 
maximum output is greater than a specific threshold defines 
the type of the input object. If the maximum output of all neu-
rons is less than the threshold, then the object is defined as 
“unknown”. The threshold value is defined differently for 
each object category. Table (1) shows this threshold for each 
object category. According to the output of the neural network, 
system would be capable of only recognizing the location of 
the detected object from the previous step and this reduces 
time and memory consumptions. 
 
 
 
 
  
 
 

3    FINDING OBJECT LOCATION 
To decrease the calculation load and increase the processing 
speed, the images received from the camera are not processed 
completely, but a point in a far distance from the point of ro-
bot’s camera is projected in the horizon and a line along the 
image is drawn in both sides from that projected point along 
the horizontal vector. Since all objects are on the field, all pix-
els above the horizon line are left unprocessed and only those 
pixels below the horizon line are processed [12].  
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Table (1) :  shows threshold for each object category 
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Fig1 . Block diagram of the vision system 
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In order to find the exact location of a recognized object by the 
previous section, firs we grid the input image whose objects 
are recognized in the previous step and then compute the his-
togram resulted from each grid’s SURF features and then we 
set these histograms as input of the neural network and com-
pute the output. If a part of an object is in grid , that object’s 
corresponding neuron in the neural network’s output is acti-
vated with value 1, and the grid  is labeled. This approach is 
done for all the grids and finally those grids with the same 
labels are considered as the location of the object. Figure (3) 
shows an example of detecting ball and robot location. 
 

   

Fig 3 . sample of ball and robot detection 
 

4   CONCLUSION 
Since the extracted feature from the previous step is inde-
pendent of scale, rotation, noise and illumination changes, the 
proposed method is capable of object recognition in different 
scales, poses and also illumination conditions. Also with train-
ing the neural network by extracted feature vectors obtained 
from noisy images, recognition is approximately robust to 
noise. The following plots show the robustness of the pro-
posed approach against illumination and pose changes. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Plot (1) : show the robustness of the proposed approach against pose 

changes 

 
Plot (2) : show the robustness of the proposed approach against illumina-

tion changes 
 
As it is shown in plot (1), the proposed method is robust 
against rotation and poses changes and has a good perfor-
mance. Also according to the results obtained from plot (2), 
the proposed method is robust against illumination changes 
and has a reasonable accuracy. We tested the proposed meth-

Fig 2.  an example of used dataset. 
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od and the linear scanning method (introduced in the intro-
duction) in five different illumination conditions as well in 
order to investigate the accuracy of the proposed method.  
Experimental results show that the proposed method is per-
forming better from the aspects of accuracy and robustness 
against illumination changes in comparison with the linear 
scanning method. Plot (3) shows both algorithms’ perfor-
mances in different illumination conditions. 
 

 
 

Plot (3) : shows the performances of both methods in different lighting 
conditions 

 
This paper presents a real-time auto-adjusting vision system 
for robotic soccer. During testing the system seems to be able 
to meet its requirements. The robots were able to localize 
themselves on the field and to handle the ball, goal, line, robot 
and other landmarks in an accurate manner.  
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